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Abstract

This report documents parts of the research in the Self Mobile Space Manipulator (SM2)
project at Carnegie Mellon University. We develoged Fuzzy Logic Friction Compensation
schemes that improve motion performance of SM“. Both static and dynamic errors are
reduced. Also, we propose Fuzzy Inverse Kinematic Mapping to resolve the redundancy
problem in SM2, The proposed scheme works identically for redundant and non-redun-
dant robots, does not require any constraints to be imposed on the robot configuration and
provides a closed-form solution. We mvcsngatcd this scheme in simulation and then
implemented it for real-time teleoperation of SM2,
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1.0 Introduction

1.1 Problem Statement and motivation for research

The Self Mobile Space Manipulator (SM?) has been designed and built to work on Spac=
Station Freedom. The robot is very light-weight, and thus highly flexible. Due to the light-
weight structure and the zero-gravity-environment, the torques necessary to drive the
robot are much lower than the torques required in industrial applications. Therefore, the
relative torque necessary to overcome static friction is significant, in our application about
30% of the peak torque, compared to about 3% for normal industrial robots. Joint friction
is difficult to model, because it is a function of configuration, payload and velocity, while
simple friction compensation methods are not effective enough and also difficult to tune.
Therefore, we have approached this issue by applying Fuzzy Logic friction compensation
obtained directly from experiments.

The second problem is the fact that SM? is a redundant robot. Inverse Kinematics for
redundant robots requires an explicit task model, and optimization function, and environ-
mental model, and depends on numerical computation. This is a severe draw-back for
real-time implementations, especially for teleoperation controlled robots, such as SM2,
Furthermore, many schemes display degenerated performance at singular positions.

We propose to use Fuzzy Logic for the Inverse Kinematic Mapping. It is independent of
the number of links, results in zero steady-state-error and requires no optimum criterion or
model. The usability of the approach has been demonstrated by implementing the pro-
posed method for the real-time teleoperation of SM2.

1.2 Fuzzy Logic and Fuzzy Control

A Fuzzy Logic Controller (FLC) is a controller that differs from a conventional controller
(such as PID) mainly in that it works internally with Fuzzy variables. It comprises a
knowledge base with definitions of membership functions and a rule-base, a decision-
making logic, and interfaces to and from the physical world which allow the conversion
from Fuzzy values into crisp values and vice versa.

A control cycle typically consists of taking process variables as input, converting them to
Fuzzy values, applying the input to the rule-base and deriving a Fuzzy control action, con-
verting this Fuzzy control action to a crisp value, and giving this crisp value to the con-
trolled process as control action. The following paragraphs explain Fuzzy variables and
rule-base in more detail.

Fuzzy Variables are used to describe vague concepts such as high error or little oscilla-
tions. These concepts are defined by a membership function i, which maps the values of
the universe of discourse onto the interval of real numbers from zero to one:

u: u—- [0;1] (EQ 1-1)

Problem Statement and motivation for research 1




The degree of membership pp, (x) denotes how appropriate it is to represent x by the
Fuzzy value D. The membership functions that we used in this project are piecewise linear
functions, and samples of the available types are shown in Figure 1.

Figure 1 Implemented membership function types for SM?2 project.

VA :

Fuzzy rules are of the form
IF (inl = u) AND (in2 = v) THEN (out = w),

where inl, in2 and out represent Fuzzy variables, and u, v and w are Fuzzy values.

In out project, the sentence connective ‘AND’ and the implication are based on the alge-
braic product. The weight a of a rule is hence determined by

o=y, (inl)-p (@(in2). (EQ 1-2)

The defuzzified output of the FLC is derived as

Zai "W

T~

with o; = weight of the i-th rule, w; = consequent of the i-th rule, and i indexing all rules in
the rule-base. This requires that the consequent w; of each rule is a Fuzzy singleton (i.e. a
Fuzzy set with only one value at which the membership function is 1.0).1

1.3 The SM? system

The Self Mobile Space Manipulator (SM?2) is a seven DOF, 1/3 scale version of a robot
designed to work on the trusswork of Space Station Freedom. Scaling rules have been
used to keep dynamic parameters of the scaled-down robot (such as natural frequencies,
masses, snffness) similar to those of the full-sized one. Designed for zero-gravity environ-
ment, SM? is very light-weight and very flexible. It provides mobility and manipulation
capabilities and can assist astronauts in maintenance, inspection and transportation tasks.

1. Alternatively, w; can be considered as the center of gravity of an arbitrary membership function, Neglect-
ing overlap in the output membership functions, we use a center-of-gravity method in determining the output
of the FLC.

2 The SM2 system




As depicted in Figure 2, SM2is designed symmetrically, with two flexible links connected
by a rotary joint, and a node and a part gripper on each side. For the work reported here,
one node gripper is always attached to the trusswork, which makes the remaining chain of
links to the opposite end-effector (part gripper) a seven DOF robot. This end-effector may
be used for manipulating objects. Locomotion of SMZ is performed by moving the unat-
tached node gripper i a node, attaching it there, and releasing the previously attached
node gripper. To simulate realistic working conditions, the robot is attached to a gravity
compensation (GC) system, which supports the free end of the robot at two points. The
GC works actively in the x-y - directions and passively in the z - direction.

SM? can be operated in two modes, autonomous motion and teleoperation. For developing
Fuzzy friction compensation, we performed the experiments in the autonomous motion
mode. The implemented Fuzzy Inverse Kinematic M..pping was tested in teleoperation
mode. A diagram with relevant control modules for both operation modes is shown in Fig-
ure 3.

Figure 2 Model of SM? with enumeration of joints

Fixed End

General Purpose

Grippers \

The SM2 system 3




Figure 3 Relevant control modules in SM?

Fuzzy Friction Compensation

Fuzzy Inverse Kinematic Mapping

4 The SM2 system




2.0 Fuzzy Friction Compensation

In this chapter, we will briefly introduce friction theory and then propose fuzzy friction
compensation schemes. Experimental results will be discussed, and the proposed schemcs
are compared to the scheme with constant friction compensation torque used in SM2,

2.1 Friction theory

First, we will give a definition of Coulomb friction [12]:

Coulomb friction is a dissipative force that appears at the contact surface of two
bodies in relative motion. The Coulomb friction force always opposes motion and

its magnitude is proportional to the nommal forces at the points of contact. The
coefficient of proportionality is called the Coulomb friction coefficient.

We 'distinguish between static and dynamic friction. “Dynamic friction” refers to the case
when there is relative motion, and “static friction” refers to the case when there is no rela-
tive motion.

Dynamic Coulomb friction coefficient: this coefficient is denoted by p1 and depends
on the nature and the relative velocity of the bodies in contact.

Static Coulomb friction coefficient: when there is no relative motion, the magni-
tude of the Coulomb friction force assumes the value required to ensure that rela-
tive motion will not occur. However, the value of the static Coulomb friction force

cannot be greater than the normal force times the static Coulomb friction coeffi-
cient . [12]

Friction is difficult to model, since it is a highly non-linear function of several parameters,
such as joint velocity, robot configuration, and payload. Due to the complexity of friction
models, in robotics often an aggregate friction model is used. As an example, a simple
model (the kinetic/static model) is shown in Figure 4, along with a more complex model
(from [10]).

Figure 4 Friction force vs. velocity. (a) Kinetic / Static Model. (b) Complex Model
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Armstrong [2] provided experimental evidence for the negative slope for very low veloci-
ties (area ‘A’ in Figure 4). The result is shown in Figure 5. This negative slope and a hys-
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teresis effect ([10]) for very low velocities make stable control difficult. To describe the
effect observed in Figure 5, Tustin’s exponential model is usually used. Details can be
found in [2] and [5].

Figure 5 Friction as a function of velocity at low velocities, fit with Tustin’s exponential model
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For moderate velocities, friction increases smoothly with the velocity. In this region
(marked ‘B’ in Figure 4), friction is a combination of Coulomb friction and viscous fric-
tion [10]. Coulomb friction can be described by

Foiion = W|Fy|sgn(velocity) EQ21)
with F), = normal force of contact and p = coefficient of friction.

We see from (EQ 2-1) that friction forces are discontinuous at zero velocity [10]. Experi-
mental validation for the kinetic/static model is shown in Figure 6 [2].

6 Friction theory




Figure 6 Friction torque as a function of velocity
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Effect on control

Friction manifests itself through various effects on control. If the control does not com-
pensate for friction, we usually encounter large steady state errors and tracking lags. Due
to additional nonlinear couplings among the joints, which are introduced by friction, and
the complexity of the friction models, control is usually designed on basis of an inaccurate
model. .

Overcompensation in inexact models has been shown to lead to limit cycles [5]. Also, the
discontinuity of the friction force near zero velocity may cause stick-slip-behavior. [10)
Friction compensation with constant torgue

In SM2, friction has been compensated by the scheme depicted in Figure 7. If the magni-

tude of the position error e exceeds a value §, a constant friction compensation torque of
value *t,, is applied. The sign of the torque is equal to the sign of the input variable e.

Figure7 Friction compensation with constant compensation torques




Motivation for Fuzzy Friction Compensation

The compensation scheme as shown in Figure 7 does not sufficiently represent the inher-
ent nonlinearity of the relation of friction forces to configuration, payload and joint veloc-
ity. Though it reduces steady state error, it is not very efficient for dynamic errors.
Furthermore, the empirical tuning of the parameters d and 1 is a difficult task, since the
quality of the compensation scheme varies significantly for small changes in the parame-
ters.

2.2 Proposed schemes

We have designed friction compensation schemes based on some facts presented in the
section on friction theory (see page 5). Different input parameters, such as position error,
velocity error, velocity, and combinations of these, have been used in the proposed
schemes. We designed a different set of membership functions for each joint, which
accounts for different physical properties of the joints. The Fuzzy friction compensation
schemes have been implemented in joints 1 to 3. These are the joints that contribute most
to the position error.

Two schemes have been examined. The first one uses the FL.C to generate an additional
friction compensation torque which is added to the regular joint torque produced by the
PD-controller and the inverse dynamics. We call this approach “Hybrid Fuzzy/PD con-
trol”. The second method is based on a regular PD-controller structure, with the parame-
ters tuned by the FLC. This approach is called “Fuzzy-tuning PD control”.

2.3 Hybrid Fuzzy/PD control
This method is represented in the diagram shown in Figure 8. Examined input parameters
were the following entities and combinations thereof:
* position error e
» velocity error é
* desired (reference) velocity va
+ measured (actual) velocity V™
The output of the FLC was added to the output torque of the PD controller. (PID controller

was investigated, but led to weaker performance, especially as far as the steady state error
is concerned.)
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Figure 8 Structure of hybrid Fuzzy/PD control
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(1 = applied torque, Tp = friction compensation torque).

Considering that friction forces depend on the relative velocity of the two bodies in
motion, the first question that arises here is: “Why do we use position error as input?”

Conceptually, a position error in our control structure with control cycles of constant
length is equivalent to a relative velocity. The controller input is a position enor e. Assum-
ing ideal controller and ideal robot, the controller will issue a control command such that
the error is zero in the next control cycle. The (ideal) robot will thus move the distance ¢
within one control cycle T, , which leads to a velocity v

v=e/T,. (EQ2-2)

Thus, the desired velocity of the robot is directly related to the position error.

2.3.1 Position error as input

This scheme uses only position error as input to the FLC and will later be referred to as
“hybrid error-only scheme”. The position error was represented by the following fuzzy
values:

NB = ‘negative big’

NM = ‘negative medium’
NS = ‘negative small’
ZE = ‘zero’

PS = ‘positive small’

PM = ‘positive medium’
PB = ‘positive big’

The membership functions for joint 1 can be found in Figure 9.
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Figure 9 Membership functions for joint 1 - hybrid error-only scheme
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The output variable was represented in the same categories (NM, ZE, PB,...). However,
these fuzzy values for the output were defined as fuzzy singletons. The used values were
normalized and evenly distributed between O and 1 (or between 0.5 and 1 for some exper-
iments):

fuzzy value output value
NB : -1.000
NM : -0667
NS : -0333
ZE : 0000
PS : 0333
PM : 0.667
PB : 1.000.

For joint 2 and 3, the membership functions were of the same structure, although with
slightly different values.

All joints shared the same rule-base, which is presented in Table 1 .

Table 1 Hybrid error-only scheme: rule-base for joint 1-3

Error: e_NB e_NM e_NS e ZE e_PS e_PM e_PB
Output: o_NB o_NM o_NS o ZE o_PS o_PM o_PB

The main difference in the joints was the output scaling factor. To facilitate experiments
and support a more unified representation, a normalized output had been derived in the
FLC, which then was scaled by a scaling factor unique to each joint. Typical values were
4500, 2800 and 2800 for joint 1 to 3, respectively. We found that the steady state errors
were reduced significantly, as compared to the scheme with constant friction compensa-
tion torque. This holds especially for joint 1.

It was a common experience in all experiments that the motion performance for joint 1

was improved the most by introducing Fuzzy friction compensation, and the performance
was also more stable than for joint 2 and 3. This has been mostly attributed to the gravity
compensation system. The GC is active in x-y - direction, which affects mainly joint 1. In
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z - direction, the GC works passively (counterweight and pulleys). Also, the point of sup-
port is fixed. For these reasons, joint 2 and joint 3 are more affected by the deficiencies of
the GC and hence show less improvement.

For the standard experiment, which consisted of moving from one node to another on a
linear path (in Cartesian space) in five seconds, shown in Figure 10, we obtained the fol -
lowing averaged results:

Table 2 Hybrid error-only scheme: average results for standard experiment (5 sec)

Steady state error:
N1.->N2 N2-->N1 Average
Itl 0.034 0.033 0.034
2 0.076 0.102 0.089
J3 0217 0.117 0.167

Figure 10 Hybrid error-only scheme: path for standard experiment
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Further numerical and graphical results may be found in section 2.3.3 on page 12.

2.3.2 Position error and velocity as input

Now, we have considered a scheme that uses position error and reference/measured veloc-
ity as input parameters. The idea was to improve the dynamic performance of the system
by reducing tracking lags. Velocity can represent one of the robot states, and this informa-
tion can help to adjust the compensation scheme. For example, the compensation torques
might be increased for very low velocity to overcome static friction. To consider the new
input parameters, the rule-bases had to be adjusted.

The use of the measured velocity has not proven to be very promising. Although concep-
tually appealing, we could not use the current robot state as given in the position and
velocity values to predict the motion tendency and accordingly modify our output. The use
of measured velocity led very easily to unstable behavior of the robot. For stable behavior,
a trade-off between both considerable overshoot and steady state error had to be made.

Hybrid Fuzzy/PD control 11




Using the reference velocity instead of the measured one improved stability significantly.
On the other hand, the necessity for a trade-off between acceptable overshoot and accept-
able steady state error was still present, although to a slightly smaller extent. It should be
noted, however, that, as expected, the dynamic errors, as compared to the scheme with
only position error as input, were reduced significantly for both measured and reference
velocity as input. To give an idea of the changes, some figures will follow. Comparing the
scheme with reference velocity and position error to the scheme with only position error,
the

dynamic error!  decreased by  30%
maximum position error decreased by 40%
steady state error increased by 735%

Though the steady state error rose relatively much, the new result with 0.285° is still well
within our limit of 0.5°.

Position error and velocity error as input variables

Using both position error and velocity error as input parameters to the FLLC didn’t yield
any promising results at all. This scheme was not investigated any further.

2.3.3 Comparison study
To evaluate the performance of the Fuzzy friction compensator, a comparison study was
conducted for three types of friction compensation schemes:

» PD-controller with constant friction compensation torque (‘PD’)

* PID-controller with constant friction compensation torque (‘PID’)

* PD-controller with fuzzy friction compensation (‘FFC’)

The controllers were individually tuned to yield highest performance.

The experiment we conducted was the movement of the robot tip from one node to
another, on a linear path, with constant tip orientation (see Figure 10). The major move-
ment was carried out by joint 1. Due to the linear path and the constant tip orientation, the
trajectory also involved changes in joint 2 and joint 3 position.

In the following Table 3 , we see the performance for each compensation type. The results
correspond to the movement from node N1 to node N2, from N2 to N1, and the average of
these two results. The experiment was carried out in five seconds. Steady state position
error was measured at fifteen seconds after the start of the experiment.

1. as given by the integral over the position error magnitude
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Table 3 Comparison of different compensation schemes - Steady state position error [in degrees] for
a movement from one node to another in 5 seconds

Controller type Joint 1 Joint 2 Joint 3
PD 7.283 4574 5.929 0515 0.077 0.296 0.887 0.332 0.609
PID 0.120 1339 0.730 0.046 0.539 0.293 0314 0.051 0.183

Fuzzy Logic 0034 0033 0.034 0076 0.102 0.089 0217 0.117  0.167

Table 4 contains the results of the same experiment, now performed in ten seconds. The

robot moves here at very low speed, and therefore the effect of static friction is significant.
Furthermore, the membership functions had been developed for a five second movement.
Steady state error was again measured at fifteen seconds after the start of the experiment.

Table 4 Comparison of different compensation schemes - Steady state position error [in degrees] for
a movement from one node to another in 10 seconds

Controller type Joint 1 Joint 2 Joint 3
PD 7.632 5.268 6.446 1.784 1.615 1.699 3345 3.021 3.183
PID 0496 1.886 1.191 0501 0.603 0.552 3264 2290 2.777

Fuzzy Logic 0.014 0.060 0.037 0289 0.800 0.545 1348 0485 0.917

To help visualize the improvement in the results, we present the averaged resuits again as
pair-wise comparison of the different compensation schemes. The values denote the ratios
of the second result with respect to the first one.

Table § Relative error for different compensation schemes in 5 sec - experiment

Compared schemes Joint 1 Joint 2 Joint 3
PID/PD 1231 % 98.99 % 30.05 %
FFC/PD 0.57 % 30.07 % 27.42 %
FFC/PID 4.66 % 30.37 % 91.26 %

Table 6 Relative error for different compensation schemes in 10 sec - experiment

Compared schemes Joint 1 Joint 2 Joint 3
PID/PD 18.48 % 3249 % 87.24 %
FFC/PD 057 % 32.08 % 28.81 %
FFC/PID 3.1 % 98.73 % 33.02 %

The comparison shall be concluded by some plots that correspond to the numerical results.
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Figure 11 Comparison of steady state position error for different friction compensation schemes -
5 sec - Experiment
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Figure 12 Comparison of steady state pasition error for different friction compensation schemes -
10 sec - Experiment
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2.3.4 Summary

For joint 1, a significant reduction in steady state position error (t0 0.6 %) could be
achieved when compared to the PD controller with constant friction compensation torque.
The steady state position error for joint 2 and joint 3 was reduced to approximately 30%.
Compared to PID control with constant friction compensation torque, the result showed a
reduction to values between 30% and 90% of the ariginal value. The resuits differ between
the two movements (N1->N2, N2->N1) due to residual gravity effects.
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2.4 Fuzzy-tuning PD control

The second approach uses an FLC to tune the parameters &, and &, of a conventional PD-
controller:

u=ke+kyé (EQ 2-3)

with u = control signal (which is used to compute the torques 1), € = joint position error,
and &, and k, = PD parameters, tuned by the FLC.

We realized soon that the scheme wouldn’t reach the performance of the hybrid error-only
scheme, - nless we included some further information.

Since we try to reduce both steady state and dynamic errors, we set priorities as follows:

« at the beginning and especially at the end of the trajectory, the position error is more
important.

+ in the middle of the trajectory, we are more concerned about the velocity error.

This additional “‘knowledge” was incorporated in a parameter that we called ‘rate’ r. The
rate was used to weigh the ke and & ¢ contributions, and it was also tuned by the FLC.
The present scheme is now as shown in Figure 13. The output of the scheme is

T=(1-r) kpe+rkve' (EQ 24)

Figure 13 Fuzzy-tuning PD controller
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The parameters have been modeled as follows:

¢ kp was constant for large values and increased for small velocities. This ensured that
kpe was above a minimum value, until e dropped under a very low value.

* k, was designed such that k ¢ matched the dynamic friction model. Actually to make
the design easier, we replaced the term ké by &, - (2 - sgn(é) + é) which can be
rewritten as K, - sgn (€) - (2 +1€{) . This allowed us to easily model torques like the
one shown in Figure 14.
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Figure 14 V-~locity error contribution to the friction compensation torque
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Compared to the hybrid error-only scheme, we achieved an improvement in dynamic error
(as represented by the integral over the error magnitude), but the n-.sult for the steady state
error was not as good. Compared to the hybrid error-only scheme?, the

dynamic error decreased by 21%
maximom error decreasedby 23%
steady state error increased by 410%.

The value for the steady state error was 0.17°, which is still well within the objective of
0.5°, and well below the result of the PID controller with constant friction compensation
torque (see Table 3 (p. 13)). When compared to the hybrid error-velocity scheme pre-
sented in section 2.3.2 on page 11, we see that the performance of this scheme cannot be
reached as far as the dynamic error is concerned. However, for the steady state error, this
PD-tuning scheme is better. Furthermore, the PD-tuning scheme reduces dynamic error by
55% when compared to a PID controller with constant friction compensation tarque.

2. These values apply to joint 1.
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Two other points are in favor of the PD-tuning scheme when compared to the hybrid error-
velocity scheme. First, the results for the steady state error were much more consistent for
this method (i.e. the variance was much smaller). Secondly, this scheme was very stable,
in the sense that it was quite insensitive to the values of the output-scaling factors. The
hybrid error-velocity scheme on the other hand was very sensitive. For that scheme, it was
not easy to find output-scaling factors that would show an acceptable performance and
though not easily lead to oscillations. The method presented here didn’t display this effect.
It was much easier to find parameters for good performance.

2.5 Summary

We have developed two Fuzzy friction compensation schemes. The hybrid Fuzzy-PD
scheme with position error only as input yields the best results for steady state error. If
dynamics errors are of concern, and the steady state error is less important, the Fuzzy-tun-
ing PD scheme is desirable. Compared to PID controller with constant friction compensa-
tion, both proposed schemes achieve much better results in steady state error, and they
also improve the dynamic behavior.
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3.0 Fuzzy Inverse Kinematic Mapping

In this chapter, we will, after a brief review of Inverse Kinematics, propose a Fuzzy
Inverse Kinematic Mapping. We will analyze the scheme and present simulation results.
Finally, the implementation of the Fuzzy Inverse Kinematic Mapping for teleoperation of
SM? is discussed.

3.1 Introduction

3.1.1 Inverse Kinematics

A robot task is usually specified in Cartesian coordinates for the end-effector of the robot,
while the control of the robot is usually performed in robot joint space. To bring these two
worlds together, mappings from one space to the other are necessary. The transformation
from joint space to Cartesian space is called forward kinematics, and that from Cartesian
space to joint space is called /nverse Kinematics.

Given the geometric model of the robot, i.e. link lengths, joint angles, and a description
how the links are joined together, the forward kinematic mapping is determined by

x = f(9), (EQ3-1)

where x is a vector containing the Cartesian position and orientation of the robot, 6 is a
vector with the joint angles, and f represents the geometric model.

The inverse kinematic mapping,

8 = f-1(x) (EQ3-2)

however, is more difficult, since (EQ 3-1) is highly nonlinear, and that equation might not
be invertible for certain configurations (singular positions), or may have multiple solu-
tions.

Example

The Inverse Kinematics is illustrated by a simple planar, non-redundant example.

Referring to Figure 15, the forward kinematics can be written as

[ﬂ _ lycos8, +I,cos (8, +6,) EQ33)
I,sin@, +I,sin (9, +6,)

where /; denote the link lengths.
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Figure 15 Robot with two links in a planar world

end-effector

]

_crg/\J oint 1

Given the coordinates of the end-effector position, the joint angles can be derived as fol-
lows (Inverse Kinematics):

x2+y2—l%—1%

92 = acos 3T,

(EQ34)

1,sin®
0 = asin——?

0, = atan2(y, x) -6,

Equations (EQ 3-4) do not yield a unique solution. If (8, 8,) is a solution,
(6,+26,,-0,) is also a configuration with the same end-effector position. These two
solutions correspond to the “left-handed” and the “right-handed” configurations as illus-

trated in the following Figure 16.

Figure 16 Left-handed and right-handed configuration of a 2-link-robot.
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In the configuration on the left (“right-handed”), 9 is positive. The “left-handed” configuration on
the right ?I to 0 <0 Tig po fgu
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3.1.2 Kinematic redundancy

Redundant robot refers to a mechanism that provides more degrees of freedom than the
task requires. The additional degrees of freedom are used for obstacle avoidance, keeping
joints within their physical limitations, placing the joint torques closest to the midpoints cf
the joint torque limits, optimization of performance, dexterous manipulation, singularity
avoidance and other reasons.

For a redundant robot, we differentiate equation (EQ 3-1) with respect to time:

¥ =J(0)8 (EQ 3-5)
af

where X € R™, 8 € R" and the Jacobian (J = =%) € R™*". The number or degree of
redundancy is thus #n — m. For our time-discrete controller, equation (EQ 3-5) can be
rewritten as

Ax = J(0)A6 (EQ 3-6)

One class of methods for the resolution of redundancy in Inverse Kinematics uses a
pse:udo-inversel approach. The solution usually has the form

6 =i+ (-T2 (EQ3-7)

where J* = JT(JJT) ™" and z is an arbitrary vector. The first term of (EQ 3-7) represents
the solution of minimum norm joint velocity vector, the second term is a projection of z
onto the null space of J and can be used for optimization purposes.

The main shortcoming for this class of methods is the fact that the solution can in general
only be obtained numerically, which is computationally expensive. Hence, these methods
are oftentimes not suitable for real time applications. Furthermore, these methods operate
at the velocity, and not at the position level. Global properties of the workspace cannot
easily be derived.

Another class of schemes is based on optimization of some motion criteria, like minimal

joint motion, or minimum energy. These schemes, like the pseudo-inverse based methods,
are numerical, and have the same disadvantageous properties.

3.2 Fuzzy Inverse Kinematic Mapping (FIKM)

3.2.1 Basic concept

The Fuzzy Logic approach to the inverse kinematic problem works with a simple rule-
base. The ideology of this rule-base can be illustrated by the following example.

1. also called Moore-Penrose generalized inverse.
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Considering a planar robot with one link, as shown in Figure 17, the end-effector can be
described as
xg = lycos0,
Yo = l;sinB, (EQ 3.8)

Figure 17 Simple one-link planar robot.
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Linearization around a given joint angle 6, yields the following forward kinematic equa-
tions:

dx = c,dd, or Ji=c,,é1
dy = ¢,d8, y = ¢,0, EQ39)
with
¢, = —1,sin@,
¢y = lycos0, EQ3-10)

df

As can be seen, the values of ¢, are the elements of the Jacobian matrix J = = with
T : de
(x,y)" = f(9,).

Using the Fuzzy values
pm = ‘“positive medium”
nl = ‘“npegative large”
ns = ‘“negative small”,

a sample rule for Inverse Kinematics might be formulated as

IF dx is pm AND ¢, is nl THEN d8; is ns,

which is intuitively clear: when the link is pointing more or less in the direction of the pos-
itive y-axis, which is equivalent to saying c, is n1, and we try to move the end-effector a
small amount in the direction of the positive x-axis (dx is pm), we should decrease 6, alit-
tle (d9; is ns).
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This concept can now be explored for different combinations of dx and c,, and the rules
may be represented in the form of a table as shown in Table 7 . Since the same argumenta-
tion holds for dy and ¢y, the same table can be used, replacing dx by dy and ¢, by c,,

Table 7 Sample rulebase for simple Fuzzy Inverse Kinematic Mapping

dx
deI NB NS ZE PS PB
NM PB PS ZE NS NB
NS PVB PM ZE NM NVB
Cx ZE ZE ZE ZE ZE ZE
PS NVB NM ZE PM PVB
PM NB NS ZE PS PB

The Fuzzy values are to be interpreted as follows:

ZE = ‘zero”
P.. = ‘“positive..”
N.. = ‘“negative..”
WS = “. small”
.M = “. medium”
B = “.big"

”»

WV = YLovery ..
For example, the Fuzzy value PVB should be read as “positive very big”.

The presented rule-base has been derived for a one-link planar robot. However, if a n-link
serial robot is considered as composed of n links similar to the presented one, the above
rule-base applies to each of these links.

Furthermore, since the rule-base has been derived using a linearized model, the principle

of superposition can be applied and is used to combine the contributions of the rule-base

of each joint for the given dx and dy. This is the basis for our implementation of the Fuzzy
Inverse Kinematic Mapping.

3.2.2 Realization

The rule-base we actually used for the IKM was defined over slightly different Fuzzy vari-
ables. The coefficient c;; is now the element of the Jacobian matrix in the i-th row and j-th
column. In other words, it relates the i-th component of the vector dx with the j-th joint
angle © i The c;j-s are defined over the Fuzzy values
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PM PS ZE NS NM

with the symbols defined as above (Table 7 ).

These Fuzzy values are shown in Figure 18. The values for the elements of the Cartesian
displacement vector dx are defined over the Fuzzy values

PB PM PS PVS ZE NVS NS NM NB
These values are shown in Figure 19.

Figure 18 Membership functions for the elements of the Jacobian matrix, ¢;;.
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Figure 19 Membership functions for the elements of the displacement vector dx
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The rule-base we actually used is given in the following Table 8 .

Two remarks about this rule-base are in place. First, all values for d0. have been deter-
mined such that the centroid value for d0. is approximately the ratio of the centroid values
of dx; and c;;. Actually, for all possible combinations of dx; and c;j, the ratio of their cen-
troid values has been determined, and similar ratios have been aggregated to one (average)
value, in order to keep the representation clearer.

Secondly, for ¢;; = 0, the 48, may be arbitrary, since c,--dej = 0, which means it doesn’t
affect the displacement in dx;-direction. The effective dé ; is a combination of the d6 i
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determined for the different dx;, and thus there will usually be some ¢;;# 0, which will
yield some result for 46 n

Table 8 Implemented rulebase for Fuzzy Inverse Kinematic Mapping

dx;
do ) NB NM NS | NVS | ZE | PVS PS PM PB
NM PB PM PS PVSs | ZE | NvS | NS NM | NB
NS PVB | PB PM PS ZE NS NM | NB |NVB
cif ZE ZE
PS NVB| NB | NM | NS ZE PS PM PB |PVB
PM NB | NM NS | NVS | ZE | PVS PS PM PB

Determination of d6;

Let us now discuss in detail how the obtained d8. are combined. We recall that for each
combination of dx; and c;; we determine a do i+ Let us denote this result of the Fuzzy map-
ping by dO;;.:

where FM stands for the Fuzzy mapping using the membership functions defined in Fig-
ure 18 and Figure 19 and the rule-base of Table 8 .

Furthermore, let us define weights as

wi = |- (EQ 3-12)
For scaling, we need the column- and the row-sums of these weights, which we will
denote by

n
wisum; = Y wy, (EQ 3-13)
!

the sum in row i over all joints (this gives the ‘j’), and similarly

m

wesum; = ) wy, (EQ3-14)
i=1
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which is the sum in column j over all Cartesian coordinates.

Since each d8;: yields approximately dx;, we are scaling the contributions of each d9i+j to
dx; by some factor, such that the sum of the contributions is close to dx;:

n
Y, a;de}; = dx;, (EQ 3-15)
j=1
in other words,

n
zaij =1 forall i=1...m
j=1 (EQ 3-16)

The effective joint angle change is accordingly
d9; = a;do}, (EQ 3-17)

Now we consider one particular joint . Fo  dx;, we have derived some 4d87.. We aver-
age these values by again using some weigh.. b,-j such that the sum of all b;; is one:

m
Zb-- =1 forall j = 1...n
i=1 (EQ 3-18)

(EQ3-19)

The weights b;; are chosen under the following assumption: starting from a particular d@ ;
and considering 9.+ d, the change in dx; is highest for the dx; where the [c,-jl
(i=1...m) is the llargest. To keep errors small, the averaged d0. should be closest to
those dB;; whose corresponding |c,-11 is large. Therefore, a weighted average scheme is
appropriate, with w;; = |c;j| being the weight.

Hence,

b'} = le/wcsuml. (EQ 3'20)

A similar argumentation yields the determination of the g;; as

a; = w,-j/ wjsum; (EQ3-2))
To summarize the weighing scheme, it can be noted that the results of the Fuzzy mappings
are scaled both in each column and each row, with the respective scaling factors being the
weight w;; divided by the sum of the weights in this column / row.
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The scheme, as developed hitherto, is summarized in the following Figure 20.

Figure 20 The basic Fuzzy Inverse Kinematic Mapping with scaling.
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3.2.3 Discussion

In this section, we will show why the scheme works, and where the limitations of the
scheme can be found.

We recall that deg}, the results of the Fuzzy mapping, are mapped to do i by

do. = i Yi i s (EQ3-22)
J ;&4 wesum,; wisum, i

Considering how the rule-base is generated, we can approximate

dos ~ 2
ij = 'E"; . (EQ 3‘23)
In fact, for the centroids of the membership functions, the maximum error in this equation
is approximately 15% (which arises from the aggregation of several Fuzzy values for deg;.
to one Fuzzy value). Since we can only show that the scheme is working qualitatively, we

use the approximation in (EQ 3-23) as exact equation.
Inserting (EQ 3-23) into (EQ 3-22) and considering

laj? _ asgn(a)lal _
a  sgn(a)lal a. (EQ 3-24)
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we arrive at

m

C::

de. = Y 4 dx,. (EQ 3-25)
J l,=lwcsumjw_]sumi

Lets see how these dO, amount to dx; (we are using dx; now for the desired dx;, which is
the input to the Fuzzy Inverse Kinematic Mapping, and dx;, which is the result of the map-
ping, the actual commanded Cartesian displacement.)

n n m
dx; = = Cij Cij
dXi ) ]Zl c‘]dej - ng ,-;1 szumi Wcsumj dxi (EQ 3-26)

For more insight, we explore an example with n = 2 and m = 3. Then, (EQ 3-26) results
in

dx; = W, dx, + 1, ,dx, (EQ3-27)
where
€14 €12 |€13] 1
iy = c c c e (EQ3-28)
leal T Jed L led] [l e 7
el €12 |€13]
and
_ | cnsgnlecy) | cpsgnlcyy) | cy358n(cy3) 1 Q3.29)
127 c c c Corl +1Cool +|C i
1+[-—21—I 1+l—121 1+(—£l- [eal * el * ez
€1 |€12] |€43]
Ideally, we would like to have
By =1
and -0
e = (EQ 3-30)

As we see from (EQ 3-28), u,, = 1 for |¢, | =0 and |¢, | >0, orfor |c, | » |c,{. The range
for ,,, however, is the interval [0;1] . What we can éerive is that at least the contribu-
tion of dx; to dx; has the correct sign. The contribution of dx; to dxj, i.e. 1,,dx,, can be
positive or negative. Considering the whole workspace, the average contribution is zero.

To conclude, we see that the scheme works well, although there are configurations in
which the performance of the scheme is suboptimal.
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3.3 Simulation study

3.3.1 Simulation system

We have developed a simulation system that allows Fuzzy Inverse Kinematic Mapping to
be carried out for an n-link planar robot.

The main features of the program are

* to generate a reference trajectory

* to simulate FIKM

* to display and save results

« to adjust data display and data recording

The following parameters could be chosen interactively:

* link lengths

* trajectory type

* interpolation type

« initial and final position, and, as required, an intermediate position
« ‘control’ type

One type of trajectories could be a straight line between two points, with linear interpola-
tion and either constant velocity or with a velocity profile as depicted in Figure 21.

Figure 21 Velocity profile for trajectory with linear interpolation

v

Vmax

-
1 tset'l ﬁset t [Sec 1

Velocity increases linearly during the first second, and decreases linearly during the last second.
In between, the velocity is constant. At t,,, the robot is desired to have reached the target
position.

In Figure 21, the settling time tg is the time at which the robot should ideally reach the
target position.
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Another type of trajectory is a 3-point trajectory, with an initial position, an intermediate
position and a target position. The interpolation is done in Cartesian space, and the trajec-
tory is composed of two quarts of an ellipse. An example is given in Figure 22. The inter-
mediate position is passed on a radial path with respect to the origin, i.e. the velocity
vector at the intermediate position is perpendicular to the vector from the origin to the
intermediate position. This was introduced for testing the Inverse Kinematic Mapping
when the desired trajectory goes through a singularity, in particular the one which is
encountered when the robot is fully stretched out (for a multi-link robot).

Figure 22 Sample 3-point trajectory

y A Final position
Intermediate
~ position
o rne ' - ’
X

The interpolation for the linear trajectories can be performed in Cartesian space or in
joint space.

According to the interpolation type (joint or Cartesian space), the final position was also
given in joint space or in Cartesian space, respectively. The initial position has always
been defined in joint space.

The simulation can be run in two modes. In the first mode, a number of steps can be given,
and the path is then divided into this number of steps, which gives the desired dx;-s. The
second mode assumes a controller which controls a robot such that the commanded dx;
and the actual (performed) dx; were the same (i.e. no dynamics g The controller frequency

. and the desired settling time £;,, can be chosen. As in our SM* application, the controller
is servoing to the target position even after tse, At the time ¢, 4, the simulation was
stopped. Typical values were derived from SM? autonomous motion control:

f.=40Hz, ¢, = S5sec, t,,,=7sec

set e

3.3.2 Modifications of the scheme

The scheme as presented works well However, it can be improved by introducing three
additional processing steps:
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« amplification of the commanded dx depending on the error in the previous step
» oscillation detection and suppression
 lowpass filtering of the desired dx

The ideas was the following: if our scheme works fine, we shouldn’t change anything.
However, if the error starts growing, we should increase the tendency to move in the cor-
rect direction by amplifying the desired dx. For example, if the schem: tends to command
a position on the left side of the desired path, the next dx will have a component which is
pointing to the right, towards the path. By amplifying this dx by some factor p, we obtain
a desired position on the right of the path. Given that the scheme still tends to be too far on
the left, as before, we will be very close to the path. This is iiiustrated in Figure 23.

Figure 23 Effect of amplification of dx depending on error

desired trajectory
-~

P (dX)2

(c—l_x)l (dx)l

How the amgliﬁcation of dx based on error waorks: Left: desired (dx); and commanded (d%),;
Middle: resulting desired (dx),; Right: amplified (dx), and command’ed (dx), resulting in a
position closer to the desired trajectory.

If the error grows too large, however, we have to assume that the scheme is doing very
wrong and we should move very cautiously. Therefore, for large errors, the amplification
factor is reduced to small values (less than 1.0).

There are occasions when the scheme commands a larger dx than desired. If this situation
persists, then the correcting action might also be too large, resulting in an even larger
error, and so forth. This might lead to oscillations. Due to our amplification factor, which
goes down when the error becomes large, this effect is usually dampened out.

On the other hand, to be sure that this attenuation is effective and is quickly in effect, we
try to detect oscillations. If an oscillation is detected, the amplification factor is reduced
significantly.

We consider only one type of oscillation, which is when the commanded d6. keeps chang-
ing its sign. The implementation is as follows. For all joints, the signs of the d8. are com-
pared to the previous ones. If one of the signs of the d6 ; has changed, a flag is set. We use
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a ring buffer with ten entries where this flag is set or reset. If four or more flags are set
(which means that among the recent ten control cycles, there have been four or more
cycles with changes in some signs of the dej) this is interpreted as the detection of an
upcoming oscillation.

We cannot detect oscillations of the form:

dej= ...+02, +04, +02, +04,... (EQ 3-31)

As for the threshold of four flags, we have seen that the choice is not very critical. Any
threshold between 3 and 5 is reasonable and yields virtually the same results. There are
only very rare situations where the number of flags climbs to four (or three, or five), and
stays there for a while. Usually, the number of flags is zero or one, and when oscillations
start up, the number goes straight to 10. A value above five is not recommended, since the
main consequence is that it takes longer to detect an oscillation.

Both the error in the last move and the number of flags were the input to a Fuzzy mapping
which produced the amplification factor p. The corresponding membership functions are
given in Figure 24. The rule-base can be found in Table 9 .

Figure 24 Determination of amplification factor p: Membership functions for input variables

A A

1.0.LS M B 1.0_ OFF ON
FXT Xl—’ T Y 2
0.01 0.025 0.07 0.1 error 1.0 4.0 flags

Membership functions for the input variables error (on the left), which is defined as the distance
between the desired and the actual location, and for the oscillation (on the right), which is
measured by the number of flags that are set in the ring buffer (see text for details on the flags).

Table 9 Rulebase for the determination of the amplification factor p

Error:
P S M B
Oscillations: OFF | ONE B M

ON Vs S VVS§
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The output singletons are defined as follows:

ONE = 10

B = 26

M = 08

Vs = 01

S = 04
vvs = 003

Note: To smoothen the effect of the amplification factor p, especially when oscillations
are being detected, we use a lowpass-filtered p:

Py, applied = 0'33pk, FuzzyOutput + 0‘67pk— 1, applied (EQ 3-32)

Finally, the third type of additional processing we perform is a lowpass filtering of the
desired dx:

(d%) g apptied = €(@X) y gosirea™ (1 =€) (AX) 3 sppliea (EQ3-33)

A typical value for c was 0.4 .

3.3.3 Simulation Resulits

Comparison study for different modifications of the scheme

To show the effect of oscillation detection and dx-input filtering on the tracking accuracy,
we compare the maximum tracking error and the integral of the error magnitude.

The séhemes to be compared are:

1. scheme with amplification of dx depending on the error in the previous step

2. same as 1), with additional oscillation detection and suppression

3. same as 2), with additional dx-input lowpass filtering (¢ = 0.40).

All trajectories were of type ‘linear with velocity profile’ and were run with the controller
parameters:

f = 40Hz
tee = Ssec
tnd = Tsec

The last trajectory was also examined f.r f = 60 Hz and 80 Hz.

If oscillation occurred, the result for maximum error is marked with a ‘star’ *. Very light
oscillation is marked with a ‘plus’ *. Very light oscillation only during the last two seconds
(servoing to target position, desired velocity is zero) is marked with a ‘minus’ .
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Table 10 Maximum error for sample trajectories for different modifications of the proposed scheme

Trajectory

1 2 3 4 s 6 6/60Hz| 6/80Hz

1 4.3539* | 0.5318° | 5.2557*{ 0.8723" | 11.1331*{ 7.8246* | 9.5996* | 8.1395*

2 1.8271% | 0.6200° | 2.1070* | 0.8723 |29.7351* | 13.4819% | 30.8794* | 24.7492*

Scheme

3 1.1286 | 0.7577 | 0.6762* | 09173 | 3.2417" | 1.5679 | 1.1606" | 0.9609"

Table 11 Integral error for sample trajectories for different modifications of the proposed scheme

Trajectory

1 2 3 4 5 6 6/60Hz| 6/80Hz
1 9.9007 | 19169 |18.7532 | 2.2479 |26.9389 [26.8828 |26.5717 |26.6042

40329 | 19614 | 22995 | 2.2479 [17.8769 |14.0296 |14.3730 | 12.9900

Scheme
[ 8]

3 22858 | 19512 | 2.0092 | 22707 | 6.2828 | 52561 | 3.8923 | 3.3162

As can be seen, scheme 3) improves the results considerably for most trajectories, espe-
cially for those that had a large error. For trajectories with small error (#2 and #4), the
results are not as good as for those with large error.

The increase in the maximum error by using oscillation detection without lowpass filtering
of dx can be attributed to the way the oscillation suppression works. Since the A©. are
scaled down significantly when oscillations are coming up, the robot movement also is
slowed down considerably, and the tracking lag and thus the error increase.

A large error does not necessarily mean that the robot is not following the reference path.
Since the error is defined as the difference between reference and actual position, a time
lag (robot is too slow, but on the reference path) contributes equally to the error as a devi-
ation from the path.

It should be noted that although oscillation detection increased the maximum error, the
integral error decreased, for most trajectories significantly (except for a minimal increase
for trajectory #2).

The lowpass filtering of dx decreased both maximum error and integral error for most tra-
jectories.

34 Simulation study




Graphical results

In the following pages, plots of simulation results are presented. The simulations were
conducted with the following parameters:

» two-link robot:

ll = 40 ln
Lb = 40in
o three-link robot (uses actual sm? dimensions):
ll=12 = 38.23in
I3 = 4.55in
» both: controller with
f = 40Hz
e = Ssec
tenda = Tsec

The trajectories were either linear with velocity profile or 3-point elliptic. Interpolation
has always been executed in Cartesian space.

Shown are the actual vs. the reference path, the error in both dimensions (x, y), and the
numerical results.
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Figure 25 2-link robot - Example 1: the path
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Figure 26 2-link robot - Example 1: the error

Error vs. time
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Figure 27 2-link robot - Example 2: the path
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Figure 28 2-link robot - Example 2: the error

Error vs. time
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Figure 29 2-link robot - Example 3: the path
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Figure 30 2-link robot - Example 3: the error

Error vs. time
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Figure 31 2.link robot - Example 4: the path
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Figure 32 2.link robot - Example 4: the error

Error vs. time
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Figure 33 3-link robot - Example 1: the path
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Figure 34 3-link robot - Example 1: the error

Error vs. time
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Figure 35 3-link robot - Example 2: the path

Desired vs. Actual Path

Y (in)

55.00 Actual Path

50.00 r Beaired Path ™
H Koo efg. "~

ol \

35.00 SQ.

30.00 X L‘\

25.00 e

20.00 X\"- ‘ <
15.00 e

10.00 N Secs?
$.00 —4—————+——— e e

P S it R g abakaadated
0.00 . o ;

kJ
-5.00 e : AY

; - 3

~10.00 e e ra \\

-15.00 ——#14 e A

20,00 HE N : \
1t = ;

25.00 —f-1} ST . \
4 ] N AT -~

-30.00 — 3 e —— N\

R

- l
-35.00 .-"._--_._ - T yuptvav, cnma -
- = E
Ll L2 T

-50.00 .;§;

X tin]
0.00 10.00 20.00 30.00 40.00

Initial position: 8¢ = [-1.5, 1.3, -0.8]T; Final position: x,na = [20.0, 50.0]T.

Figure 36 3-link robot - Example 2: the error

Error vs. time
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Figure 37 3-link robot - Example 3: the path
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Figure 38 3-link robot - Example 3: the error

Error vs. time
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Figure 39 3-link robot - Example 4: the path
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Figure 40 3-link robot - Example 4: the error
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Discussion

The simulation results show that the scheme works equally well for non-redundant and
redundant robots. As verified in the graphs on pages 36 to 43, the errors for a robot with
two links are approximately of the same magnitude as for a robot with three links, where
the robots, with total link lengths of 80.0 in and 81.01 in, have comparable link lengths.

Dependency on the controller frequency

Referring to Table 10 (p. 34), Table 11 (p. 34), Table 12 (p. 44) and Table 13 (p. 45) and
many other experiments conducted, all errors decrease when using a higher controller fre-
quency. (This is only valid for the generally used scheme with oscillation detection and
dx-input filtering.) The observation can most likely be attributed to the dx-input filter and
not the smaller stepsize, as one might expect at first thought. Smaller stepsizes involve
smaller errors per step. However, if the correction of an error causes another error which is
larger than the one to be corrected, this process might support itself for a while and result
in large position errors.

Oscillation detection on its own is only in part helpful, as can be seen in the mentioned
tables. Going to higher frequencies increases the maximum and the integral error for some
trajectories. Only the scheme with dx-input filtering improves both errors for almost any
increase of the frequency.

As in Table 10 (p. 34), if oscillation occurred, the result for maximum error is marked with
a ‘star’ . Very light oscillation is marked with a ‘plus’ *. Very light oscillation only during
the last two seconds (servoing to target position, desired velocity is zero) is marked with a
‘minus’ .

Table 12 Dependency of the maximum tracking error on the controller frequency

trajectory

dx-input filter OFF dx-input filter ON
1 2 3 1 2 3

40 2.1070° | 0.8723 | 13.4820" | 0.6762* | 09173 | 1.5679*
50 0.5623* | 0.8069° | 18.3842" | 0.5788* | 0.8522 | 1.3103
60 0.5209° | 0.7549 | 30.8794" | 0.5284* | 0.7929 | 1.1606
80 04622 [ 0.9219*| 24.7492° | 0.4647* | 1.2724* | 0.9609"
120 03901 | 0.5824*| 30.8355" | 0.3914 | 0.6115* | 0.8115

controller
frequency
[Hz]

Maximum Error
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Table 13 Dependency of the integral error on the controller frequency

Dependency on configuration

trajectory
dx-input filter OFF dx-input filter ON
1 2 3 1 2 3
40 | 22995 | 22479 | 14.0296 | 2.0092 | 22707 | 5.2561
S& [ s0| 17484 | 20378132070 | 1.7479 | 2.0407 | 4.4166
£ §_£ 60 | 15680 | 1.8804 | 143729 | 1.5720 | 1.8797 | 3.8923
S& [ 80 ] 1308 16383]129900 | 13014 | 17244 | 3316
120 | 09087 | 12358 | 103518 | 09102 | 1.2219 | 27139
Integral Error

There are configurations where the performance of the scheme degrades. This can be seen

from the analysis in section 3.2.3 on page 27. Coming close to singular positions, the

scheme tends more to produce errors. This does not mean, however, that the scheme fails

completely, it is just that locally the error is large. Except for problems that are treated

right after this, the scheme tries to avoid singular positions, unless it has to pass through
them, as can be seen in the next two plots and in Figure 37 (p. 42).

Figure 41 2-link robot passing singular position
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Figure 42 3-link robot passing singular position
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Since the scheme works locally, large joint movements to avoid singular positions are very
unlikely. In Figure 42, the robot could move link 1 and 2 to the other side of the reference
path (clockwise) to avoid a singular position. Our scheme however doesn’t favor such
kind of trajectory and passes through the singular position.

There is one kind of configuration which causes problems. If all links are aligned, and the
desired dx is exactly in direction of the links, no movement at all will occur (see illustra-
tion, Figure 43).

Figure 43 Problematic configuration with all links aligned

We tried to solve this problem by introducing small movements where no movement
should occur. This worked, however the integral and the maximum errors rose by a not
negligible amount. Since this special position is very improbable (at least in combination
with the desired path), and since in real applications measurement errors will introduce
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random correction movements in different directions, we felt that the disadvant.. 'cous fea-
ture weighs less than the generally increased error, and we didn’t maintain the changes any
further.

Other membership functions

In the simulation version the membership functions were designed for unit link length, and
the parameters passed to the FLC were scaled by the maximum link length to compensate
for this, which made it possible to change the robot geometr;’ without changing the mem-
bership functions.

However, the optimal Fuzzy Mapping result is achieved only for the link with maximum
length. In the 3-link-simulation, the first two links were of same length, and link 3 was sig-
nificantly smaller. We therefore tried to design membership functions which would com-
pensate for the scaling.

The results, though, didn’t differ significantly from the original scheme. Some results even
showed a weaker performance. Therefore, and to maintain the independence from link
lengths, and thus the ability to change the robot geometry without changing the member-
ship functions, we stayed with the original scheme.

Prediction of the error

We examined the relation between the tracking error and the norm of the difference
between the Jacobian J and the effective Jacobian J¢ resulting from our Fuzzy scheme:

e~ =74 EQ3-34)

Jr was defined as the pseudo-inverse to J;-1 , which could be generated from the equation

de = Jg'dx (EQ3-35)
For simplicity, lets call
Jgt=F (EQ 3-36)
Then
d0 = Fdx
(EQ 3-37)
Jpd® = JpFdx

but the following must hold as well:

Jpd® = dx (EQ 3-38)
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Therefore, we car. require
JpF =1 (EQ3-39)
and conclude
Je= (FTF)'FT (EQ 3-40)

Using what we have obtained now, we have compared the original and the Fuzzy-map-
ping-derived, effective Jacobian and used the norm of the difference for checking on any
relation with the position error:

?
IV =7H|~e (EQ3-41)

Lets call the quantity on the left hand side of above equation “Jacobian difference norm”
or short “JDN”. The norm we used was the infinity norm:

n
lAll = llAll, = max (.21|a,-,1) (EQ342)
J=

The relations we tested for were:
« ratio of error and JDN (see sample plots in Figure 44 to Figure 46)
« error plot compared to JDN plot
 configurations at minima and maxima of ratio of error and JDN
* largest JDN and configuration with largest position error
We couldn’t find any significant relations, which would allow us to predict the error or

have some other measure for the error, in order to take precautions and try to keep the
error small.
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Figure 44 Ratio of error and JDN for random trajectory
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Figure 45 Ratio of error and JDN for random trajectory
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Figure 46 Ratio of error and JDN for random trajectory
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Steady state error

The steady state error in general is zero. This is an interesting feature of this scheme, and
the explanation is simple. Even when the scheme is a little off, it basically goes in the right
direction. If £ > ¢_,,, we are servoing constantly to the same (final) position. Thus, with
each step, we are getting closer to the target, till we finally hit it.

The following is a zoom-in in one of the simulation results presented earlier (Figure 31
(p. 39)).

We can see that the mapping tends much too much to the right of the desired dx, but
finally, we come close enough to hit the target.
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Figure 47 Behavior of the Inverse Kinematic Mapping at the target position (here: 2-link-robot)
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Typically, it takes approximately 0.5 sec (at 40 Hz) after 7, to come to the target position.
3.4 Implementation for teleoperation

3.4.1 Introduction

To test the performance of our method in a real-time envuonmcnt we used this Fuzzy
Inverse Kinematic Mapping for the teleoperation of SM2. The input device is a “flying

mouse”, the bird, which provides five degrees of freedom: three in position, and the
angles a and vy for orientation.

Since our goal was the implementation of a scheme that is capable of dealing with input
with six degrees of freedom, the remaining orientation parameter  has been set to zero,
which complemented the bird output data.

3.4.2 Analysis

1. Three-link robot

In this case, the algorithm that was studied in simulation was transferred directly to the
robot. We chose joint 2, 3 and 4 to be operated, while the remaining joints 1, 5, 6 and 7
were kept fixed. This resulted in a three-link robot working in a vertical, two-dimensional
plane, so indeed we were using a redundant planar robot.
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Instead of using link 4 as it is, we treated the whole (fixed) chain from link 4 to link 7
together as a new link 4, which then actually has been controlled. This is clarified in the
following Figure 48.

Figure 48 Treatment of the chain from link 4 to link 7 as new link 4

The chain from link 4 to link 7 (with fixed joint jtg to th) is replaced by a single link I.
Accordingly, joint angle 8, is reduced by the amount of

For the operation of the robot, the new, effective 14 and 84 have been used, which can
readily be derived as:

3 = atan2 (I, [, + I+ 1) (EQ 343)
6,=96,-3 (EQ 3-44)
L= B+ (g +1g+1)2 EQ 345)

For our robot, the numerical values are 8 = 0.19645 [rad] and E = 16.548 [in].

A xg-yg-coordinate system, which has been used for the algorithm and also for the result
printouts, was attached to the plane in which the robot could move.

The bird movement has been projected in this plane by rotation around 6y, i.e., the radial
distance from the base and the elevation above the x-y-plane have been taken from the
bird data, while 8, was kept at its constant value.

Using the simplified model in Figure 49, where 14 is replaced by /4 and 8, by 93, the for-
ward kinematics and the Jacobian can be derived as follows:

X LSy + 1385y + 1,8
F| - [f2%2F 4353t i8S (EQ 346)
Yr Iycqg+13¢93+ 1434
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de,
dxp _ lpCy+13Co+14Cony  13C03+14Cpny  14Cyy a6, (EQ 347)
dyp| |~lSa—lysp—lSps —lSn—laSns —laSy a6,
In these equations, the following abbreviations have been used:
¢ g =cos(6,+...+6,)
S; ¢ = sin(6;+...+6) (EQ 348)

Figure 49 Simplified model of 3-link robot in vertical piane

2. Seven-link robot
Now, the operation of the bird affected all seven joints of the robot. The forward kinematic

expression and the Jacobian have been derived explicitly, but are omitted here because of
the size. The location vector x was now comprised of the position and orientation:

x=[xyzapy (EQ 349)

The angles o, B and 7 are related to the joint angles by:

3
o= 5“- (92+e3+e4+95) (EQ 3-50)
B =6, +6 EQ3-51)
Y=6, (EQ3-52)
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Therefore, the coefficients Cij (the entries of the Jacobian) for the Cartesian angles o, § and
yare 1 or O:

Coaz = Ca3 = Cuq = Cqs = —1 (EQ 3-53)
cpy = cps = 1 (EQ 3-54)
ey =1 (EQ 3-55)

and the rest of the coefficients ¢, cp), ¢,; which are not defined above are zero.

Since the coefficients for x, y, z have not been scaled (to save a little computation time),
we had to multiply the coefficients for o, B and y by some factor in the order of the largest
link length (38.23 in), which had been used for scaling.

This gave us also the possibility to express priorities. For example, for o, ¢,¢ = —100,
while ¢, = —10, ¢35 = =20 and ¢, = —30. The effect is that joint 6 handles more of
the orientation part, while joints 2 to 4 handle mainly the position components dx, dy and
dz. :

3.4.3 Results

We found that the Inverse Kinematics module for the 3-link robot experiment was not able
to run at 40 Hz. A performance analysis revealed that most of the time was spent in evalu-
ating the membership functions and deriving an output from the rule-base in the FLC. This
required approximately 80% of the total Inverse Kinematics processing time. The compu-
tation of the elements of the Jacobian and the additional processing like weighing and fil-
tering, which takes place in InvkinCycle, requires about 15% of the total time. The
computation of the sines and cosines (sincos () ) and the square roots (sqrt () ) and all
other functions used (atan2 (), fabs (), type conversions, ...) required less than 5% of
the total time.

So, in order to speed the computation up, we made two minor changes. The data type used
for real numbers throughout 1ibfuzzy . c, which contains the functionality of the FLC,
was set to double. Secondly, the way evaluate_mf checks different membership
function types was rearranged. Both changes speeded computation up significantly.

Finally, we ran the whole application at 30 Hz. The dx-input filter time constant was left at
a value of ¢ = 0.40. The algorithm was found to be working satisfactorily.

A sample teleoperation result is shown in the following figures.
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Figure S0 Sample 3-dof teleoperation: Cartesian position
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The position refers to the coordinate system attached to the vertical plane (see text). The results
show the reference ﬁ»:ition as read from the bird (solid line), the commanded position from the
Inverse Kinematic Mapping (dashed line), and the measured robot position (dotted line).

Figure 51 Sample 3-dof teleoperation: Joint position
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Robot with 7 links

Here, the FLC was obviously even more a bottle-neck, since more computation was
required: the number of joints rose from three to sever, and the Cartesian coordmates from
two to six. However, running the application at 15 Hz produced satisfactory results. Plots
of experimental results follow.

Figure 52 Sample 7-dof teleoperation: Cartesian position (example 1)
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3.4.4 Discussion

In judging Figure 52 and Figure 53, two points should be considered. First, the bird pro-
duces very noisy data. Secondly, the conventional Inverse Kinematics that had originally
been used deteriorated considerably when the robot came close to a position where link 2
and 3 were aligned (stretched-out position). This led to jerky motion.

This problem could be reduced considerably by using the Fuzzy Inverse Kinematic Map-
ping. The robot can be operated safely at positions close to stretched-out. However, trying
to stretch the robot completely excites oscillations at the robot tip. In general, the move-
ments of the robot were very smooth, which partly can be attributed to the filtering we per-
form.

As can be seen in Figure 52 and Figure 53, the movements in x-direction were signifi-
cantly better than in y- and z-direction. This is mainly caused by the gravity compensation
system, as has been observed also in other experiments.

2. It should be considered that the bird module can be run at no higher rate than 20 Hz.
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Figure 53 Sample 7-dof teleoperation: Cartesian position (example 2)
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The low control rates used are not a disadvantage. At higher rates, the robot behaves less
smooth. This is intuitive, since the robot is a mechanical lowpass system, and there is
some delay between setting a reference position and the time when the robot reaches it.
Thus, the controller receives large errors as input while the robot is still moving to the
desired position, and produces large control signals. This leads to further acceleration of
the robot, which makes it more prone to overshoot. At lower rates, however, the robot has
more time and comes closer to the commanded position before a new control cycle starts,
which means that the control signals will be smaller and smoother compared to the previ-
ous case.

As for the time spent in the FLC, this time might be reduced by several means. First, since
the time is directly proportional to the number of rules, a smaller number of rules, which
might have a comparable performance, might do as well. Secondly, once the membership
functions and the rule-base have been determined, the whole FLC might be converted into
a look-up table. This would speed up the determination of the Fuzzy output considerably,
at the expense of a little less accuracy (not very important, since the Fuzzy scheme works
with vague concepts anyway), and, very important, also at the expense of a large memory
required. The third option would be to implement the FLC to work with integers internally
and to scale real-valued values (input to and output from FLC, membership functions)
appropriately.
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3.5 Summary

We have developed an Inverse Kinematic Mapping based on Fuzzy Logic. This method
does not require any constraints to be imposed on the robot configuration, nor does it
require any functions to be optimized. It works identically for non-redundant and for
redundant robots. The solution is obtained in closed-form, as opposed to numerical solu-
tions of popular schemes. We have shown the usability of the method by employing it for
real-time teleoperation of a seven-link robot in the six-dimensional Cartesian space.
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Appendix: Fuzzy Logic and Fuzzy Control

Fuzzy Logic was developed by L.A. Zadeh in 1965. It is a mathematical framework for
representing vague concepts or fuzzy values, as in

« the weather is hot
« there are many people in this room

« the car is going slow
This is usually referred to as ‘uncertainty representation’.

Fuzzy Logic also provides mechanisms for manipulating these fuzzy values, for example:
« If the weather is kot and a bit humid, then wear light clothes (from [22]).

« If the house is attractive and well accessible, it is very desirable.

Membership function

One of the pivotal points in Fuzzy Logic is the representation of the fuzzy values by
means of a membership function, Wy u— [0;1] . Membership functions denote the
degree Wy, (x) to which a value x € U can be represented by the fuzzy value D. Some
authors refer to the ., (x) as the appropriateness for describing x with the descriptor D
[15].

A fuzzy variable is a variable that can assume fuzzy values. For example, we might let the
variable speed assume the fuzzy values slow, medium and fast. Sample membership func-
tions are given in the following Figure A-1.

Figure A-1 Membership functions for slow, medium and fast for the fuzzy variable speed
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Referring to the definitions in Figure A-1,
+ the degree of membership of 70 mph to the concept fast, Hrase (70),is 0.75 .

* My, (70) = 0, i.e. the concept slow is completely inappropriate for describing a
speed of 70 mph.
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 combining the degrees of membership to all defined values, a speed of v,, = 70mph
might be represented as

voo = 0.00/slow +0.25/medium + 0.75/fast EQ 1-1)

where ‘x/y’ is read as ‘the appropriateness for using y as descriptor is x’, and ‘+’ is read
as ‘and’.

Note: Membership functions do not have to add up to 1.0 at any one point. They also do
not have to be linear functions. We only favor linear functions because their representation
on a computer is simple.

A Fuzzy Logic Controller (FLC) consists of a collection of Fuzzy rules of the form
IF (inl = u) AND (in2 = v) THEN (out = w),

where inl, in2 and out represent fuzzy variables, and u, v and w are fuzzy values.

For example:
IF (error = large) AND (velocity = small) THEN (torque = large).

The collection of these rules is called rule-base.

What is further needed for a FL.C are mappings to convert crisp input variables (process
output and state) into fuzzy variables (fuzzification interface) and to convert a fuzzy output
to a crisp control value for the controlled system (defuzzification interface).

The basic configuration for an FLC is show in Figure A-2 [17].

Figure A-2 Basic configuration of a Fuzzy Logic Controller (FLC)
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The effect of a fuzzy rule

We have seen that a FLC works on a collection of rules which relate fuzzy input and out-
put variables. How dos a FL.C now use these rules in determining the output?
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There are two mechanisms working. First, all rules work in parallel, and all outputs of all
rules are combined to form the output of the FLC. This is described in the next section.
Secondly, the output of a single rule is determined by the fuzzy value of the consequent
and by the weight of the rule, which describes how appropriate it is to apply this rule.

The weight a of a rule is a combination of the membership function values of the anteced-
ents of the rule (i.e. of the input variables). The two operators that are mainly used for this
combination are:

« intersection:x Ay = min {x,y}

+ algebraic product:x -y = Xy

If we use the sample rule on page A-2, we can write

o = pu(inl) /\,J,v(inz)
or
a =W, (inl) -p (in2) ’ (EQ1-2)

depending on the operator we are using.

The weight a describes how much the rule applies. If both input values exactly match the
fuzzy values u and v, we assume that the rule should apply fully, and o will be exactly

o = 1. If one or both of the conditions are not met (ux (iny) = 0), the rule shouldn’t be
used in determining the output of the FLC, and accordingly o = 0. Between these
extreme situations, the weight will assume values in the range from zero to one.

We now use a; and combine it with the output value (consequent) w; of the rule to form
the rule’s effective output value ., ® w;. The same operators - intersection and algebraic
product - are used here. The use of these operators in determining the effective output is
demonstrated in Figure A-3.

Figure A-3 The effect of the weight o on the consequent of a rule depending on the used operator
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Fuzzy Inference

Since we have determined the effective outputs o ® w; of all rules, we now have to com-
bine them to yield the overall output of the rule-base. This is usually performed using the
union operator:

xvy = max {x,y} (EQ1-3)
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Thus, the fuzzy result of the rule-base out, ;... Can be written as

OUt Lylebase (x) = max {a‘. *w; (x) } forall (xe U)
' (EQ 14)

Example

The example in Figure A-4 represents an FLC with two input variables, A and B, and one
output variable, C. The rule-base consists of two rules. The effect of each rule is repre-
sented horizontally.

The membership functions for A are depicted on the left side: A; and A, might represent
values like small and medium, for example. The value x is the value of the first input
variable, A, and the dashed vertical may be used to determine the values of the member-

ship functions A, (x,) and A, (xg) . The same process is applied to the second input vari-
able B, where the value yj determines B, (y,) and B, (y,) -

Figure A-4 Exampie for fuzzy inference
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This example uses the intersection (min) operator to combine the membership function
values of the antecedents. Thus the weights for both rules are computed as

o, = min (4, (xp), B, (¥9)) = B, (3g)

a, = min (Az (xo) »Bz ()’o)) = Az (xo) (EQ 1-5)

The output variables C; are scaled by o; (product operator). The resulting fuzzy output of
the FLC is obtained by combining both scaled output variables using the max-operator.

The final result, the output of the FLC, is represented in the rightmost diagram.
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Defuzzification

Since an FLC is used to control a physical process, the fuzzy output of the FLC, as shown
in Figure A-4, has to be converted into a crisp value, like the position of a valve, the volt-
age for a motor, etc.

The majorly employed conversion method is the computation of the center of gravity
(COG) of the resulting fuzzy value:
H (x) -x

s EQ1-6)

output = I T 0




